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ABSTRACT. In this paper we consider a three dimensional Navier-Stokes type
equations with delay terms. We discuss the existence of weak and strong solu-
tions and we study the asymptotic behavior of the strong solutions. Moreover,
under suitable assumptions, we show the exponential stability of stationary
solutions.

1. Introduction and preliminaries. In this work we study the existence and
qualitative properties of solutions for a class of three dimensional Navier-Stokes
equations with bounded delay in the convective term and in the external force. We
discuss the existence and uniqueness of weak and strong solutions, the asymptotic
behavior of strong solutions and the exponential stability of stationary solutions.

Navier-Stokes equations have received very much attention over the last decades
due to their importance in the fluid dynamics and turbulence theory. The study
of the Navier-Stokes equations with hereditary terms was initiated by Caraballo
& Real in [1], where is studied the existence of weak solutions for the Navier-
Stokes equations in which the forcing term contains some hereditary characteristics.
Posteriorly, Caraballo & Real [2, 3], Taniguchi [11], Garrido & Marin-Rubio [4] and
Marin-Rubio & Real [6, 7] investigated the asymptotic behavior of solutions to
Navier-Stokes equations with different sorts of delay in the external forces.

In one dimension, Liu [5] considered the Burgers’ equation with a time-delayed
term of the form wu(t — 7, x)u, (¢, z). This situation may appear when the trajectory
of the fluid particles has a delay 7 to follow the fluid. The motivation of introducing
this kind of delay was well explored in the introduction of [5] and we will not repeat
that discussion here, referring the reader to that article and to the references there
contained. More recently, Tang & Wan [10] complemented the results of Liu [5].
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The two-dimensional case, which corresponds to Navier-Stokes equations with time-
delayed bilinear term, was analyzed by Planas & Herndndez in [8].

The purpose of this paper is to extend the results in Planas & Herndndez [8] to
the three dimensional case. More precisely, we study a Navier-Stokes type system
with delay of the form

gu(t, x) — vAu(t,z) + (u(t — 7(t),x) - VIu(t,z) + Vp(t, z)

ot
=ft,z) +g(t,w),  (t,z) € (0,+00) x €, (1)
(t,z) € (0,400) x £, (2)
, (t,x) € (0,+00) x 09, (3)
(4)
(5)

where  C R? is an open bounded domain with smooth boundary 9, v > 0 is the
viscosity, u(+) is the velocity field, p(-) is the hydrostatic pressure, f(-) + g(-) is an
external force which has hereditary characteristics, u°(-) and ¢ : (—h,0) x Q — R3?
are the initial data where h > 0 is a real number fixed; the history u; : [—h, 0] — R3
is given by us(s) = u(t 4+ s) and 7 : [0,4+00) — [0, k] is a suitable function.

We include now some definitions, properties and technicalities required to es-
tablish our results. Let us firstly introduce the spaces of divergence-free vector
functions

V={uec(CrQ)*divu=0}, H= PEHO)” and v = pHo (@)’

where the notation ?W denotes the closure of a set S in a space W. The duality
pairing between the spaces V and V' is denoted by (-,-) and (-,-) represents the
inner product in (L2(£2))3.

The Stokes operator A : D(A) = (H%())* NV — V' is given by Au = —PAu
where P denotes the orthogonal projection from (L?(€2))3 onto H. We also define
the trilinear form b: V x V x V — R by

3
b(u,v,w) = Z /Quig:jwjdx.

i,j=1
From Robinson [9], we recall that b(u,v,v) = 0 for all u, v € V and the following
inequalities,
1 3 1 3
[b(u, v, w)| < Calull gz [[ully lollv @l Ewlly, w00 eV, (6)
1 1
b(u,v,w)| < Callully [ollE [ AvlFallwll s, we Vioe DA, we H.  (7)

For additional details related to Navier-Stokes equations we refer the reader to [12].
To treat the system (1)-(5) we assume that ¢ is a function defined from [0, co) x
C([~h,0]; V) into (L?(22))? and introduce the following conditions.

(H1) For all ¢ € C([—h,0];V), the function g(-,€) is strongly measurable and
g(t,0) =0 for all t > 0.
(H2) There exists Ly > 0 such that
lg(t,&) — gt mllrz < Lgll€ = nllc—n.0v)s
for all t > 0 and every &,n € C([—h,0]; V).
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(H3) There exists Cy > 0 such that

t t
/U lg(s, us) = g(s,vs)||F2ds < Cy / . lu(s) = v(s)l} ds,
for all ¢ > 0 and every u,v € C([—h,t]; V).

Let T > 0 be given. Observe that, from assumptions (H1)-(H3), the mapping
G:C([-h,T);V) — L?(0,T; (L 2(02))3) defined by G(u)(t) = g(t,u) is well defined
and has a unique extension G : L*(—h,T; V) = L2(0,T;(L2(£2))?) which is uni-
formly continuous. From now on, g(t,u;) = G(u)(t) for u € L?*(—h,T;V) and the
hypothesis (H3) becomes true for any ¢ € [0,T] and u,v € L?(—h, T} V)

We consider now an additional assumption.

(H4) If a sequence (vy)gen converges weakly to v in L?(—h,T;V) and strongly
in L?(—h,T; H), then the sequence (G(vx))ren converges weakly to G(v) in
L2(0,T; V).

In this paper, 7 € C1(][0, +00); [0, A]) is such that 7/(t) < 7* < 1 for all ¢ > 0. We
define F(t,9) = (—7(t)) for ¢ € L2(—=h,T; V).

By introducing the operator B : V x V — V' given by

(B(u,v),w) = b(u,v,w),

we can re-write the system (1)-(5) in the abstract form

du(t)

T vAu(t) + B(F(t,u), u(t)) = f(t) + g(t,u), t>0, (8)
u(0) = u?, (9)
u(t) = ¢(t), te(—h,0). (10)

This paper is organized as follows. In the next section we study the existence
of weak and strong solutions for (8)-(10). In the same section, we also discuss the
exponential behavior of the strong solutions. In the last section, we prove under
suitable assumptions that a time-dependent weak solution converges exponentially
to the stationary solution.

2. Existence of solutions. In this section we study the existence of weak and
strong solutions for the system (8)-(10). We also discuss the exponential behavior
of the strong solution.

We begin by considering the problem of the existence of weak solutions.

Definition 2.1. A function u : [—h,T] — H is said a weak solution of the system
(8)-(10) on [0, 7] if u € L2(—=h, T; V)N L>(0,T; H), u(0) = u°, ug = ¢ and

%(U(t), v) +v(Vu(t), Vo) + b(F(t, ur), u(t), v) = (f(t),v) + (9(t, u), v),

for all all v € V in the sense of distributions on (0,T).
We can establish now our first existence result.

Theorem 2.2. For any fivred T > 0, assume that u° € H, ¢ € L*(—h,0;V),
f € L*0,T;V") and that conditions (H1)-(H4) are verified. Then there exists a
weak solution u € L>°(0,T; H) N L?(—h,T;V) of the system (8)-(10).
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Proof. Let {w; : j € N} be the set of the eigenfunctions of the Stokes operator,
Vi = span{ws,...,w,} and Py be the projection from H into V.
For k € N, we introduce the approximate problems

%(uk(t), wj)+V<Auk(t), w;) + b(F(t, ul), uP(t), wj),
= (f(t),w)) + (g(t,uf),wy), 1<j<k, (11)
u*(0) = Pu®, (12)
uk(t) = (bk(t)v te (—h,O), (13)

where u”(t) = Z Yir () w;, Pru® Z aipw; and ¢F = Z Bir(t)w; — ¢. The

system (11)- (13) is a nonlinear ordmary functlonal dlfferentlal equation with state
in a finite dimensional space. Indeed, by defining T'y(¢) = (v1x(¢), . . ., Yk (t)), ax =

(1ky .-y agk) and Bg(t) = (B (t), - .., Brk(t)), we can re-write the system (11)-(13)
in the form

*Fk(t) = &y (T (t)) + Po(Tk(t — 7(1)), T (t)) + Ps(f (1)) + Palg(t,uf)), (14)
I'x(0) = (15)
(Tr)o = Bk, (16)

where the operators ®;, ¢ = 1,2, 3,4, are defined in an obvious manner.
From the above definitions and our technical conditions, it is easy to see that
there exist positive constants C;, i = 1,2, 3,4, such that

[®1(Cx(t)) = @1(Cw(t))|[& < CallTk(t) — T (t) |11,
[@2(Cr(t —7(t)), Tr(t) — Po(Tr(t — 7(2), T (t)) I

< Ca(IITk(t = () = Dt = () e T D)
+ It = @) Tk (8) = Tu(®) ).
1@5(£(0) 1 < Call (1) v
1@ (g(t,uf)) = @alg(t, o))k < Callg(t,uf) = g(t.0F) | 2,

(
(t

where v*(t) = Z FirOwi, T(t) = (Fax(t), -, Jer(t)) and [z = Xk) |i]. More-

i=1
over, it holds ‘131( ) ‘1)2(0, O) = ‘1)4(0) =0.
Arguing now as in the proof of [1, Theorem Al] we can prove that there exists
a unique maximal solution I'y, € C([0,tx]; R*) of (14)-(16). In order to prove that
t, =T for all k € N, we next obtain a priori estimates for the solutions I'y, & € N.
By multiplying (11) by 7;x(t) and adding in j, we get

3| O+ IV Ol + [ Feub) - Vot (0o

= (f(1),u" (1)) + (g(t,uy), u"(1)). (17)
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Using that F(¢, uf) is divergence free and conditions (H1) and (H2), by integrating
(17) on [0,t] we see that

t
¥ (8)]22 + 20 / ¥ (5)]13 ds
0
012 ]‘ K 2 K k 2
<l 5 [ U+ [ s

s | ot b s + 22 / o (6)] s

< s+ / 1) ds + v / i s) 3 ds

0 t t
v v 2C
+§/ ||¢(8)||%zd8+§/ HU’“(S)II%/d8+7g/ [u*(s)]|72ds,
—h 0 vV Jo

from which we obtain

t
v
IO+ [ o) ds
02 1/ 2 v [° 2 2C, ' k 2
Wl [N+ 2 [ lo)Fds + 222 [t (s) Fads,
v Jo 2/, v Jo

for all t € [0,tx). Now, from the Gronwall inequality we infer that the sequence
(uF)en is bounded in the spaces L>(0,T; H) and L%(0,T;V), t, =T for all k € N
and that the sequence (F(¢,u"))ren is bounded in L2(0,T; V).

d
Next, we obtain an a priori estimate for %uk in the space L"(0,T; V") for some

r > 1. From equation (11), for v € V with ||v]ly < 1 we see that
d o (AU — ky ok
U )0 ) = (vt (@) = BF(t,uf), u"(£) + (1) + g(t up), Prv)
< vl @)llv vl + B (E uf), u* (2), v)]
+IFOIvllollv + Cllg(t ug) 2 lvllv-
Since the sequence (uk)keN is bounded in L?(0,T; V), from condition (H3) we have

that the sequence (g(t,uF))ren is bounded in L2(0 T; (L?(2))3). Since (u*)pen is
bounded in L>°(0,T; H) from (6) we find that

= ’—/ F(t,uf)Vouda
Q

/ F(t,uf)VuFvda
Q

3 1
< CIIF @t u) v l[u® I3 lu* [ Zallvllv

< C||F(t,u k2 18
< CIFu) v vy, (18)

where C' > 0 is independent of k£ € N. By using the Young inequality with p = %
and ¢ = £ and integrating (18) on [0,t], we get
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2 AT g
[ 1Bt s < [ 1F b o) as
402
/nFsu 2 ds + 2 /nu )|12.ds,

d k
which permits to conclude that the sequences (B(F(t,ul),u*))ren and (%)%N

are bounded in L7 (0, T;V").

From the above remarks and the Aubin-Lions compactness criterion, we infer
there exist a subsequence of (u*)rey (Which we still denote by (u*)xen) and u €
L*(—=h,T;V) N L*>(0,T; H) such that u* — w in L*(—h,T;H) and u* — u in
L?(—h,T;V) as k — +o00. Moreover, from our assumptions, it is easy to see that

F(t,uf) — F(t,u;) in L*0,T;H),
Guf) = G(u) in L2*0,T;V").

These convergences allow us to pass to the limit in (11)-(13) and conclude that wu(-)
is a weak solution. The proof is complete. O

Remark 1. Observe that if u is a weak solution of the system (8)-(10) on [0, 7]
then w is a weakly continuous function from [0, T] into H (see Lemma 1.4 in Chapter
IIT of [12]).

We establish now an integral inequality satisfied by the weak solution constructed
in Theorem 2.2 which will be useful in the study of the stability of the stationary
solution. To this end, we introduce the following slight variant of condition (H4).

(H4*) If a sequence (vi)gen converges weakly to v € L*(~=h,T;V) and strongly
in L?(—h,T; H), then the sequence (G(vx))ren converges weakly to G(v) in
L2(0, T (L*(Q))*)-

By multiplying (17) by e’ with A > 0 and integrating from 0 to t we see that

1 1 L, b
3 IO = IO =5 [ Al @lds +v [ Mt ds

= [ ()6 + (o). () s

for all t € [0, T]. Now, taking the liminf, and observing that u is weakly continuous
from [0, 7] into H, it follows that

b = e — [ A ) Fads +20 [ ute) s
<2 [N (1) ulo) + (olssu)u(s)) s, (19)
0

for all t € [0,T], for any A > 0.
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2.1. Existence and exponential behavior of strong solutions. In the sequel,
we discuss the existence and uniqueness of strong solutions for the system (8)-(10).
To establish our results, we will assume that

9(t,ur) = G(ult = p(t)))
where G : R® — R? is a Lipschitz continuous function with Lipschitz constant
L >0, G(0) =0, p € C([0,00);[0,h]), such that p'(t) < p* < 1 for all t > 0.
We note that under these conditions the function g(-) satisfies the conditions (H1)-
(H3) and (H4*) (see [2, 8] for details) ensuring the existence of weak solutions to
(8)-(10). By considering the development in Taniguchi [11], we also introduce the
following condition for the function f(-).

Definition 2.3. Let § > 0 and f € L2 (]0,00); (L?(Q2))3). We say that f is M(0)-

loc

integrable on [0, c0) if there exits M (#) > 0 such that

t
|01 (6) s < p(6)
0
for every t > 0.
Next, we consider the following concept of strong solution.

Definition 2.4. A function w : [-h,T] — H is said to be a strong solution of the
system (8)-(10) on [0,7] if u € L>=(0,T;V) N L*(0,T; D(A)), u(0) = u°, ug = ¢
and equation (8) is satisfied. We say that u : [—h,00) — H is a strong solution of
the system (8)-(10), if u(-) is a strong solution of (8)-(10) on [0, 7] for all T > 0.

Remark 2. Observe that if u® € V, f € L?(0,T; (L*(Q))3), and u is a strong solu-
tion of the system (8)-(10) on [0, 77, then PB(u,u) and du/dt belong to L(0,T; H),
therefore, v € C([0,T]; V).

We are in position to state the following theorem. Let A1 be the first eigenvalue
of the Stokes operator.

Theorem 2.5. Let f € L? ([0,00); (L*(Q))3). Assume that (1 — p*)v2\? > 412,

loc

and there are 0 > 0 and * > 0 such that f(-) is M(0)-integrable and

4 (1 —p*)wtA2 — 41202

—M?*(0 *

M) <K < e
0 2eM0 12 27CHK*
R st (20)
A1 (T=p)vAl 203\ 2

Then, for u® € V and ¢ € L>(—h,0;V) such that
2 217 2 o2, 2 "
100 e )+ 7m0 + 1001+ 2M6) < VR, (21)

there exists a wunique strong solution u(-) of problem (8)-(10), that is,
u € L5 ([0,00); V)N LY ([0, 00); D(A)). Moreover,

212 ot 2
m”ﬂ&%w,o;m)@ gt‘*‘;M(Q)’ (22)

forallt > 0;u e C([~h,T);V) when ¢ € C([—h,0]; V) and ¢(0) = u°. In particular,
u(-) goes to zero exponentially if f = 0.

lu@ < (Il +
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Proof. Assume that u° € V and ¢ € L>°(—h,0; V) verify the condition (21) and let
0 < k < K* be such that

212 2
1Dl (—n0) + m||¢||%2(—h,o;H) + Wl + ;M(f)) <VE < VE*

Let (u*)ren be the sequence introduced in the proof of Theorem 2.2 and W (-, u*) :
[0,00) = RT, k € N, be the function defined by

2 ¢ s
W(t,uk) = eetHuk(t)H%/ + ﬁ/ e’ €0h||G(uk(3))H%2dS'
v(1 — p*) t—p(t)

Let T > 0 be given. Next, we will show that [|u*||pe(o,7v) < /& for k € N. If we
assume that this assertion is false, then there exist k € N and ¢, € [0,7] such that
luk(t)|lv = ¥k and |[u(t)||y < /k for all 0 < ¢ < t,. Then, for ¢t € [0,t.] we see
that

d
%W(tauk)
= 0 ||u” (8)|T + 267 (AuF(2), LuF (1))
w uk 2 E O(h p(t))( ()) 2
+ P IG O - 2 C=2D o - pion)

< 0e”||u” (t) I3

+ 2% (A (1), At (1) — BOE(t.ub).ub (1) + £(8) + Gl (L~ p(1))))
2e9h [ 20t 2¢0t .
+ m|\uk(tﬂ|i2 - THG(Uk(t —p))7-
By using (7), the Holder and the Young inequalities, we can estimate the terms in
the right hand side as follows

2¢"|(B(F (t,up), u* (1)), Au" (1)) ]
< 2G| F(t,uf)|[v[lu® (6) v | Au® (0)]] 2

o 21C5e™
< s IFGud) vt ()Hv+ e’ AuF (1)|[72,

2¢% | (Au®(t), F(1)] < 5 ‘%IIA BlI7 + %eet\\f(t)llm
and
2¢"| (AuF (), G(u(t — p(1))))| < 5 etl\Au 7= + geetllG(uk(t —p)))I7-

Therefore, we arrive at

d v
—W (t,u*) <O b ()5 — e[ Au®(1)]7

dt 2
2704 ot
t 5,3 [E (¢, uf) I3 ()13
26925 2€0hL2 ot i )
+ T||f( )|Ze + WH )72

Noting that
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_ _ [t —T() if —h<t—7(t) <0,
F(t’“f)_“k(t”(t))—{ W= 1) i 0<t—T(t) < ts,

we obtain that

| F(t, Uf)”%/ < max{”d)H%OO(—h,O;V)’ ”ukH%N(O,t*;V)} <A
Thus,

d

0 v 2703k 2e0h 1.2 ot a ko2 2 g
-~ - = .A t 2 - t t 22.
(Al T ) A Ol + 20l

From condition (20) we have that

L 9704 9e0h ]2
V(o) = - ()\91 2 + 2?/?;? + (1 —ep*)u)@) >0,

so that
LW (0, u) + WO A ()32 < 20

Integrating this inequality on [0, ¢] and using that f is M (6)-integrable, we see that

t
Pl (1)]12 + T (0) / % | AuP(s) |2 ds
0

0

IO + gy [ GO + e a0
2 0
SO+ e [ I+ 20, 23

and hence,

2L

I @1 < (11 + o= )w»nm ot )€+ M) < VR,

12
for all 0 < ¢ < t,, which is a contradiction. Thus,

212

2

k 02 2 —ot

sup |[w”|| oo 0.7 < ( u + — o )e + —M(0
keg” 2o (0,7;v) w5 V(l_p*)||¢||L2( h,0;H) b (0)

and ||uk||Loc(0’T;V) < \4/E for k € N.
From the above steps we infer that v € L>°(0,7;V) and that (22) is satisfied.
Moreover, from (23) we find that

212
v(1—p*)

for all k € N, which implies that u € L?*(0,T; D(A)) and completes the proof that
u(-) is a strong solution.

2
/ [Au® ()] 72ds < [[u’[1} + 16172 (—n0;m) + " M),
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The uniqueness is proved as usual. Let u,v € C([0,7];V) N L?(0,T; D(A)) be
solutions of the system (8)-(10). For w = v — v we get

%w(t) + vAw(t) = —B(F(t,ut) — F(t,ve),u(t)) — B(F(t,v), w(t))
+ Gu(t = p(t))) = G(o(t = p(t))),
w(0) =0,
w(t) =0, te(=h,0).

By taking the scalar product in L? with w(t) we find

%llw(t)lliz + 2v{Aw(t), w(t)) = =26(F(t,ur) — F(t,v), u(t), w(t))
+2(G(u(t — p(t))) — G(o(t = p(1))), w(t))-

By using the estimate (6) and the Young inequality we get

(1-77)

[BCE(E,ue) = F(t,0r), u(t), w(t)] € “=5 = F(t ) = F(t,w) [} + S w®]}

27C*

g —yallle oz w0z

Taking into account

2/(G(ult = p(t)) = G(u(t = p(1))), w(?))]

< 216wt ~ plt))) ~ Glolt ~ p))IFs + o I (t) .

we obtain

(-7

d v v
@llw(t)lliz + 2w} < 5 IF(t ue) = F(t,v)llf + §||w(t)||%/

2701
WA =) el Zoe 075w 10 () 172

+ 26t~ p(1))) = Glolt = )3 + 5 0

Integrating this inequality from 0 to ¢t and using the changes of variable n = s—7(s)
and 7 = s — p(s) in the terms with delay give us

t
lw(t) 22 + 2 / lo(s) |2 ds

v(l—7%) 1 ¢ 9 ¢ 2
< s [ lpds+v [t s

27C* 8 /t ) 212 /t )
———||u||F oo (g 7 w(s)||72ds + —— w(s)||7z2ds,
2V7(1 _ 7_*)4 || HL 0,T5V) 0 || ( )HL V(l . p*) 0 H ( )”L

+
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and hence,
t
@)+ [ o) Ids
0
v 212 2704 5 K 5
< (5+ s + il o ) [ Tulo)Eds.
Now, from Gronwall Lemma we infer that w = 0. The proof is complete. O

3. Stability of stationary solutions. In this section, we establish conditions
under which the weak solution constructed in Section 2 converges exponentially to
the solution of the stationary equation

vAu+ B(u,u) = f+ G(u). (24)

In the rest of this section, we assume that the function g(-) satisfies the conditions
in the Subsection 2.1. We note that under these conditions, there exists a weak
solution of (8)-(10) which satisfies the energy inequality (19).

It was shown by Caraballo [2, Theorem 3.1] that there exists a stationary solution
U t0 equation (24). Actually the proof is done in the two-dimensional case but
holds as well in the three-dimensional case, this is clear from the argument used in
the proof. We do not repeat the proof here, we only recall this result.

Theorem 3.1. Suppose that f € V' and v > )\% Then, there exists a stationary
solution us € V to the stationary problem (24). Moreover, if C1 = C1(Q2) is the
Sobolev embedding constant of V into (L*(Q))? and (v — %)2 > C}||f|lv/, then the
solution is unique.

The next result gives another condition ensuring the exponential convergence of
weak solutions of (8)-(10) to the unique stationary solution.

Theorem 3.2. Let v’ € H, ¢ € L?(—h,0;V) and f € (L*(Q))3. Suppose that
v> )\% and
L C3IfI% L C?
oy 2 _ 1Hf!v i i
At (v— )2 (I—pHA1  (1—7%)
Then any weak solution u to problem (8)-(10) satisfying the energy inequality (19)
converges exponentially, as t — oo, to the unique stationary solution us, of (24).

More precisely, there exist positive constants C' and A such that

(25)

) — ool < Ce™ (00 el + 16— toelZa( oy ) ¥ 2 0.

Proof. We establish an integral inequality that will lead to the decay estimate of
the Theorem. Firstly, observe that u., satisfies

V[uollF = (ftto0) 4 (G (t0o); tioo)-
We multiply by 2e**, with A > 0 and 0 < s < t, and integrate from 0 to ¢

2v /Ot e | ||3-ds = 2/(: et ((f, Uso) + (G(uoo),uoo)>ds.

We add the following relation

t
0= M fuco2 — a2 — / A [t 2 s
0
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to obtain that u., satisfies the energy equality

t t
Ml = el = [ A el s+ 20 | el
0 0

:2/t6A5(<f,uoo>+(G(uoo),uoo)>ds. (26)

0

Secondly, by arguing as in Lemma 3.6 of Chapter III of [12] and taking into
account that f € (L?(€2))3, we can obtain the following relation

M (u(t), too) — (U0, o) — /0 e (Uoo, u(s))ds + 21//0 e (Vu(s), Vi )ds
= [ (4t () + (Gl u(s) + (Gl = (). ) ) s

— /0 e (D(Uoo, Uso, u(8)) + b(u(s — 7(8)), u(s), s ))ds.  (27)

Finally, let us denote w(t) = u(f) — uoo. We now add the energy inequality (19)
to (26) and subtract two times (27) from the corresponding inequality. Arranging
terms we find the following integral inequality

A w2 — [w(0)]2s - / A [w(s) [2ds + 20 / leo(s)|12 ds
< / (G (u(s — p(s))) — Gluos), w(s))ds

t
+ 2/ eMb(w(s — 7(8)), w(s), uso)ds, (28)
0
where we have used that

b(u(s — 7(8)), u(8), Uoo) + b(Uoo, Uso, u(s)) = b(w(s — 7(8)), w(s), Uso)-

By using Hoélder and Young inequalities, we estimate the first term on the r.h.s.
t
2 [ M(Gluls = ps)) = Gle). w()ds
0
t
< 2/0 | Gu(s — p(5)) — G uos)llz2[|w(s)l| p2ds

t . L
<[ <Lw(sp(S))||%2+)\1||w(5)|%/) s,

[fllvr
L

and the last term on the r.h.s. by also using that ||us|v < ( ) ,
L
A1

2/0 eASb(w(s —7(8)),w(s), uxs)ds
< 2A6ASC1||M(S = 7(s)[lv]w(s)|lvCillusllvds
¢ s C(12”.](‘“2 / 2 2 2
< [ (GO + Chluts — oI )as.

Plugging these two estimates in (28) and using the Poincaré inequality we deduce
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A L C2fIZ N ' .
M )is < Nl + (5 —2v+ 5+ o L)Q) / e [lw(s)|? ds
A1

[ (Ehuts oI+ CHlots — IR s

By using the changes of variable n = s — 7(s) and n = s — p(s) in the two terms
with delay, we find for any ¢ > 0,

Mlw(t)|7-

Le)\h C2ex\h 0 .
< 10Ol + (oo * i) [ el as

A L CRIfIR LeM C2eMh /t R )
i T + + e ||lw(s)|7 ds.
A1 A1 (V—/\Ll)Z I—pn A=)/, [w(s)[Iv

By assumption (25), there exists A > 0 such that the constant in the last integral
vanishes, and hence

M2 < w0 + (
which implies
() = wocllfe < Ce™ (Ju® = e 3 + 116 = toolF2(p0) ) -

Moreover, it is clear from the above computations that the stationary solution is
unique. The proof is complete. O

LeMh C’fekh
+
(I=p )M (1—7%)

) ()12 oy
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