A large time stepping viscosity-splitting finite element
method for the viscoelastic flows problem

Tong Zhang®", Damazio Pedro®, Jinyun Yuan®

¢School of Mathematics & Information Science, Henan Polytechnic University, Jiaozuo,
454003, P.R.China
¥ Departamento de Matemdatica, Universidade Federal do Parand, Centro Politécnico,
Curitiba 81581-980, P.R.Brazil

Abstract

In this article, a large time stepping viscosity-splitting scheme is considered
for the viscoelastic flows problem. The temporal term is decomposed into a
sequence of two steps (using decomposition of the viscosity). For the first
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the computation becomes easy), At the second step, the problem has the
structure of the Stokes problem. Both two problems satisfy the homoge-
neous Derichlet boundary conditions for the velocities. The main novelties
of this work are the stability of numerical solutions under the condition
k1At < 1 with a positive constant ki, and optimal error estimates for both
velocity in L®(H"') and L?(H') norms and pressure in L>°(L?) and L?(L?)
norms. In order to enlarge the time step, we introduce a diffusion term 0Au
in all steps of the schemes. Finally, some numerical results are provided to
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1. Introduction

Let Q be an open bounded domain in R? with smooth boundary 2.
Consider the following viscoelastic flows problem

t
up — vAu+ Vp+ (u-V)u — / pe D Auds = f, x€Q, t>0,p> 0(1.1)
0

with incompressible condition
divu(t,z) =0 Vt>0z€Q, (1.2)
and initial and boundary conditions

u(z,0) =up(z) x€8; wulpo =0 fort >0, (1.3)
where 1/6, u = (ur,u2)”, p, f, and ug(x) represent the relaxation time,
represents the velocity, the pressure, the prescribed external force, and the
initial velocity respectively.

Equations (1.1)-(1.3) are used as a model in viscoelastic flows problem
[24, 31] because equations (1.1)-(1.3) are the generalization of the initial
boundary value problem of the Navier-Stokes equations. For the incom-
pressible problem, the main difficulties are the coupling of the pressure
and the incompressible conditions, and the nonlinearity term. The frac-
tional step methods is one of the most widely used classical numerical time-
discretization schemes [1, 30]. The method reduces the problem into two
subproblems: one linear elliptic problem without incompressibility condi-
tion and one generalized Stokes problem.

The fractional step methods are different from the two-step projection
methods which based on the projection of an intermediate velocity field onto
the space of solehoidal vector fields, and originated by Chorin [3, 4] and
Temam [32, 33| along with other methods, such as the pressure correction
methods [14, 15], the matrix factorization methods [26, 27] et. al.. Gener-
ally speaking, the so-called Chorin-Temam projection scheme has time error
estimates of (’)(At%) in L2(H') N L>=(L?) for the velocity and O(At%) in
L?(L?) for the pressure. Later, with the help of a pressure correction term
is added to the projection step, Shen improved these estimates to O(At)
in L2(H') N L>(L?) for the intermediate velocity and O(At) in L?(L?) for
the pressure in [28, 29] based on some regularity hypotheses of the exact
solution.

Another class of fractional step methods, called viscosity-splitting meth-
ods has also been researched. The convergence and stability of the fully



discrete version of the so-called #-method were given by Glowinski in [13]
and Fernandez-Cara and Marin Beltran in [9]. The fractional step meth-
ods and operator-splitting scheme for numerical solution of Navier-Stokes
problem were also considered by the well-known predictor-multicorrector
algorithm in [5, 6, 8]. In this scheme, the time advancement is decomposed
into a sequence of two steps: at the first step, a linear elliptic problem
to be solved, while at the second step a Stokes problem to be considered.
Two steps satisfy the full homogeneous Dirichlet boundary condition on the
velocity. Optimal error estimates of O(At) in L?(H') N L>(L?) for the end-
of-step velocity u"*! and suboptimal bounds of (’)(At%) in L?(L?) for the
pressure p" ! have been presented in [6]. Besides, numerical results of the
viscosity-splitting scheme were performed in [2] for illustrating O(At) for
both velocity and pressure. As a consequence, there exists a gap between
the numerical analysis and numerical computations. In [16] the author has
obtained the error estimates of O(At) in L>°(H?') for the velocity and in
L?(L?) for the pressure, where a weight at the initial time steps must be
included to deduce the optimal error estimates for the pressure. To the best
of the author’s knowledge, this maybe the most perfect results related to the
viscosity-splitting scheme for Navier-Stokes problem in semi-discrete form.

In this paper, a large time stepping viscosity-splitting fractional-step
method is considered for the viscoelastic flows problem. We adopt the ex-
plicit/implicit formulation to handle the first step of splitting scheme, the
advantage of using an implicit scheme for the linear terms and an explicit
scheme for the nonlinear term is that a linear system with a constant coef-
ficient matrix can be obtained which can save computational cost. Without
introducing the weight for the initial steps, some new stabilities and optimal
error estimates for both velocity and pressure are established by using Tay-
lor expansion and other skills under some restriction about the time step,
which improves the results of [2, 5, 6, 9, 8, 16]. Furthermore, we introduce
a diffusion term @Awu in all steps of our scheme. The purposes of the term
OAu are to enlarge the time stepping and enhance numerical stability by
choosing suitable parameter 8. The effectiveness of 6 is analyzed in Section
6 and verified by numerous numerical experiments.

The rest of this paper is organized as follows. In Section 2, the notations
and some basic results for equations (1.1)-(1.3) are recalled. In Section 3, the
fractional-step schemes for the viscoelastic flows problem are established. In
Section 4, the stability of numerical solutions are given. In Section 5, some
error estimates for the intermediate velocity, the end-of-step velocity and the
pressure are presented. In Section 6, many numerical results are provided to



confirm the established theoretical findings. Finally, conclusions are made
in the last section.

2. Preliminaries

In this section, we aim to describe some notations and results which
will be frequently used in this paper. For the mathematical setting of the
viscoelastic flows problem (1.1)-(1.3), we introduce the following Hilbert
spaces:

X =Hy(Q)? Y =1IL*9)?° DA =HQ?NX,
M =13(Q) = {q e L*(Q) : / qdz = 0}.
Q
The spaces L?(Q)™ (m = 1,2) are endowed with the standard L2-scalar
product (+,-) and L?-norm || - [|o.o. The spaces Hi(Q) and X are equipped
with the scalar product (Vu, Vv) and norm || V|3, for Vu,v € H(Q) or X,

respectively.
Next, set the closed subset V of X is given by

V={veX; V-v=0}
and denote the H be the closed subset of Y, i.e.,
H={veY; V-v=0, v-nlpq = 0}.

We denote Au = —Au a positive self-adjoint operator from D(A) onto

Y. Note that A%(a € R) is well defined. In particular, there hold D(A%) =
X, D(A%) =Y and

(AY2u, AV%0) = (Vu, Vo), VYu,v,€X

It is well-known that there hold the following Gagliardo-Nirenberg in-
equalities

1/2 1/2

lullza < eollullg*I1AY2ullg’®,  llullo < coll AYullo, ¥ u e X, (2.1)
1 1 ;1 1

[ullLe < collullg | Aullg, [[Vo|rs < collA2ullg(|Av]ig, ¥ ue D(A), (2.2)

where and in the following, ¢o and ¢;, (i = 1,...) are positive constants
only depending on 2. We also use the letter ¢ to denote a general positive
constant which may stand for different values at its different occurrences.



We usually make the following assumption about the prescribed data
(uo, f) for problem (1.1)-(1.3) (see [19, 23]).
(A1). Assume that the initial velocity up € D(A) with divug = 0 and the
forcing functions f, f; € L>(0,T;Y) satisfy

luoll2 + sup {[[fllo + [l /llo} <ec.
te[0,T]

Next, we make a regularity assumption on the Stokes problem [1, 2, 8,
16].
(A2) Assume that € is smooth such that there exists a unique solution
(v,q) € X x M of the following Stokes problem

—Av+Vg=u, V-v=0, inQ, v|pg =0 (2.3)
for any prescribed u € H. Furthermore, the solution v = A~ u satisfies
lolls = 1A ulls < ellufls—2, s =1,2.
Form (2.3), it follows that (A~ u,u) = ||[VA™ul|p and
|vl? = (A" w,v), VweH,

where V' is the dual space of V.
As for viscoelastic flows problem (1.1)-(1.3), we define the continuous
bilinear forms a(-,-) and d(-,-) on X x X and X x M, respectively, by

a(u,v) = v(Vu,Vv), d(v,q) = (q,divv), Yu,ve X, qge M.
We also introduce the continuous trilinear form on X x X x X
bu,v,w) = ((u-V)v,w), Vuv,weX.

It is easy to verify that b(-,-, ) satisfies the following important properties
(see [12, 18, 19, 23)):

b(u,v,w) = —b(u, w,v) YV u,v,w e X, (2.4
1b(u, v, w)| < e Aullol|AY?v]jo]|wllo ¥ u e D(A),ve X, weY. (2.5

With above notations, the variational formulation of problem (1.1)-(1.3
can be formulated as follows: Find (u,p) € L*(0,T;Y) N L*(0,T; X) x
L?(0,T; M) such that for all ¢t > 0

(ug,v) + B((u,p), (v,q)) + b(u, u,v) + J(t,u,v) = (f,v), (2.6)



with the initial condition u(0) = up and

B((u,p), (Ua Q)) = (l(’LL, U) - d(p7 U) + d(Qv u)a
J(t,u,v) = pe_ét/o e (Au(s),v)ds = pe_ét/o €% (Vu(s), Vuv)ds.

Assume that f € L?(0,7; X’) and ug € H. Problem (1.1)-(1.3) has at least
one solution (u, p) satisfying u € L>(0,T;Q) N L?(0,T;V). Uniqueness and
regularity of the solution can also be proved by strengthening the assump-
tions on the data. In particular, we assume that v and p satisfy

(A3) uw e L>=(0,T; H*(Q)?), Vpe L®(0,T;Y),

(A4) u; € L*(0,T; X),

(A5) Vtuy € L*(0,T;Y),

(A6) uy € L*(0,T; V).

(A?) Uttt € L2(0,T; V/)

Note that all such assumptions are feasible. For example, (A3) and (A4)
can be proved with assumptions ug € H2(Q)?2 NV, f € L>(0,T; H) and
fr € LY0,T; H). When Q is of class of C? or is a convex polygon, (A5)
holds by [19] and [23]. Furthermore, (A6) holds by Shen in [28, 29] when
they add some nomnlocal compatibility conditions. A review of regularity
results for Navier-Stokes equations and applications to error estimates for
Euler-type scheme can be found in [18], where proof of (A7) was given.

We will frequently use the following discrete Gronwall lemmas [18, 19,
28].

Lemma 2.1. Let Cy and ag, by, ¢k, dg, for integers k£ > 0, be non-
negative numbers such that

n n—1 n—1
an—I—Athk < Atdeak+Athk+Co, Von>1.
k=0 k=0 k=0

Then,

n n—1 n—1
an + Athk < (Athk +C’0)exp(Atde) Vo> 1.
k=0 k=0 k=0
Finally, for error bounds of the numerical solutions, we recall the follow-
ing regularity of solutions of problem (2.6).
Theorem 2.2. ([21, 25]) Assume that conditions of (A1)-(A2), and the
uniqueness condition

b(u, v, w)

V2N| feoll-1 <1, where N = sup

2.7
o s TValolvololvely 7
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hold. Then, for all s > 0, the solution (u,p) of problem (2.6) satisfies

lu(1E + [Vullg + [ Aul§ + [lull + llp]T <@

3. Viscosity splitting fractional-step method

One way of discretizing equations (1.1)-(1.3) in time is by viscosity split-
ting fractional-step method. In this scheme, the time advancement is gen-
erally decomposed into a sequence of two steps. For the time discretization
of the integral term, we make analysis as in [25] and apply right rectangle
rule to the integral term:

M™(9) = Atpy e ™o(t:) ~ p / TeDga, ()
1=1

0

where At is the time stepsize. Due to Theorem 2.2, using the fact that
14 0At < 98t < ¢ and e %n < 1, we have

n
Nte 0t Z e < Ate % . (e&1 +et 4 e‘st”)
i=1
=At-(14e 0 fe02 4 401y <C(1/8), (3.2)

|M"(Vu)| < pAte™ > " % |Vu(ti)|lo < c(p)Ate™ Y " <2 (3.3)
=1 i=1

Next, we consider the following kind of two-step scheme for viscoelastic flows
problem (1.1)-(1.3).

3.1. First Step

The first step of this scheme including viscous, convectixlle effect and
integral term, consists of finding an intermediate velocity u"*2 such that
n L n
“% — (04 V)Au"+% + 0AU" + (u"™ - V)u"
—AtpY Py e T Au(ty) = ftnr1),  (3.4)

1
u" 2 g0 =0,

with 0 < n < N and 6 > 0 is a bounded parameter. The superscript n
denotes the time level t, = nAt. For the nonlinear term, we only con-
sider the explicit scheme. Of course, other approximation forms can also be
taken such as the semi-implicit scheme (u" - V)u”+% or the implicit scheme



(u”+% ~V)u"+%. The advantage of using an explicit scheme for the nonlinear
term is a linear system with a constant coefficient matrix which can save
computational cost. As for the approximation of the body force term, the
time average of f in [t,,t,+1] can also be used.

The first step of this method can be considered as a linearized elliptic
problem. The weak form of (3.4) can be written as

1
ag(u"t2,0) =<l,v> VwoveX,

where ag(u,v) = (u,v)+ (0 +v)At(Vu, Vv) is a bilinear continuous form on
XxX, and l; = u"+At <f(tn+1)—HAU”—(u”-V)u”—Atp S e_é(t"_ti)Au(tiD
is a known map. The trilinear form b(u,v,w) is skew-symmetric in v and

w if uw € V. The coerciveness of ag results from the skew-symmetric char-
acter of the approximation of the convective term and the presence of the
Laplacian term, namely,

ag(u,uw) = (u,u) + (0 + V) AH(Vu, Vu) = [[ull§ + (6 + v) At]|Vu|§ > || Vull5.

The existence and uniqueness of u™3 is established by the Lax-Milgram
theorem. Compared with the bilinear form in semi-implicit a(u,v) = (u,v)+
(0 + v)At(Vu, Vo) + Atb(u™, u,v) or implicit scheme a(u,v) = (u,v) + (6 +
v)At(Vu, Vv) + Atb(u, u, v), the bilinear term ag(u, v) has better coercivity
and stability. Furthermore, the stiffness matrix of system (3.4) does not
change in every iteration. When v is small, we can choose a bigger value
of # such that the time step can be enlarged in implementation. The same
technique has been adopted to consider the Cahn-Hilliard equations in [22].

3.2. Second Step

Given u"*2 from (3.4), the second step of the method consists of finding
w1 and p"*! such that

ntd
W TR (g ) (Aunt — At + Vprtt = 0,
divumt! = 0, (3.5)
u”+1\ag =0.
The second step of this method can be considered as a mixed problem or the

generalized Stokes problem with f = 0. Note that we can solve the system
without imposing the boundary condition for the pressure. The weak form



of problem (3.5) consists of finding u"™! € X and p"*! € M such that for
all (v,q) € X x M

ag(u™ 1 v) + Atd(v, p" ) =< Iy, v >,
d(u™tt q) =0,
where I, = u"t2 — At(0 + V)Au"*é € H~Y(Q)? is a known map. If d(-,-)

satisfies the so-called inf-sup condition:

d(v,q)
Bllgllo < inf sup
lallo < Inf, sup oo

(8 > 0 is a constant),

the existence and uniqueness of "1 and p"*! are guaranteed [12, 32].
By adding (3.4) and (3.5), we obtain that

n+1 n

% _ VAun+1 o H(Au”H _ Aun) + (un . V)un + vpn-i-l

n

—Atp Y eI Au(ty) = f(tnr1). (3.6)

i=1
From (3.6), note that the implicit treatment of the viscous term in «"*! and
u”, and the intermediate velocity unts disappears. The term §(Au"t! —
Au™) is introduced as a stabilized term. It allows us to compute by the
large time step and improve the numerical stability. Moreover, it is clear
from (3.6) that at least for the linear problem, p"*! keeps its meaning as
an end-of-step pressure. One advantage of using the split scheme like (3.4)
and (3.5) rather than a coupled (u,p) method, is that the decoupling of the
convective effects from incompressibility, which allows the use of suitable
approximations for each term. )

Remark 3.1. Denote d;u™ = “n_A“tn and dyu® is defined to satisfy

diu® — (v 4 0)Au® + Vp° = f(ty), divu® =0,
it is easy to verify that

I + 228 (v + 0) VU5 < |1 f (to) A, (3.7)
ldeu®lI5 < (v + 0) ]| Au®llo + [1£ (o) lo- (3.8)

4. Convergence of the viscosity splitting fractional-step scheme

In order to obtain the error estimates for the numerical solutions, in this
section, we firstly present some stability results of approximate solutions



{un} Nl {u”+é}f¥:1 and {p"}NF! for schemes (3.4)-(3.5).

n=1>
Lemma 4.1 The solutions «"™ and u”‘*‘é are bounded in the sense that

for VO<n<N, N=-1,0,1,...,[&] -1

N
1
[V + AU + At S (GIVa IR+ V) <98 ()
n=0
Mo
At (o lldeu R + vl At E) + 2 ViR 4 20 A8 AT < oy, (4:2)
n=0

N
ldsa™ I + | A" + v ALY [ Vde T F + 08 Vdu NG < Koz, (4.3)

n=0

where
% = IlullE + At Vull[§ + 4T T(fX + ),
3
b = exp (v (5) i) (214720003 + Y an Bt
1
FOT(2,+8) + 2628 40]3),
Foe = (141200 4+ v) ) exp (87 chor ) { I dee”|3 + 021 T3
F4IERT sup || fl2dt + 40 (B + 1)T€2}
0<t<T
1480 + 1) AAEEA AR + (0 + v) 2 (12 2402+ 00 /6)62),
ki o= 8v ko, foo = sup [l f(t)]lo-
1<t<T
Proof. We prove this lemma by using the induction. From (3.7)-(3.8),
we know that (4.1)-(4.3) hold for N = —1. Assume that (4.1) holds for
N=0,1,...,Jwith1 < J < [%]—2. We need to prove (4.1) for N = J+1.
Taking inner product of (3.4) with 2Atu™" 2, we obtain that

(u”+% —u”, 2u"+%) + ZAtuHVunJ“% |2+ 2A8%p Z e~ =t) (L), Vun'%)
i=1
FAH(V (U2 — u), 2Vu"T2) 4+ 2Ath(u", u, T 2) = 2AH(f (i), " 2).  (4.4)

By use of the identities

(a—b,2a) = la* = [b]* + |a —b* and  2(a,b) = |af* + b]* —[a — b]*,(4.5)

10



equation (4.4) can be transformed into

™32 = a3 + [Ju"*2 — ™2 + 2480 | Va2 |2

FAO (V3| — [Fun [+ V(s - u)[]) + 288, ", um )
n

20829 3" e ) (Tu(ty), V) = 2A8(f (tg1), u"2). (4.6)
=1

Multiplying (3.5) with 2Atu" !, noting the fact that V-u"*! = 0 and using
(4.5) we have

1 = a2 13 + [l = w23
+AH0 +v) (Ve Va4 V(w3 R) = 0. (47)
It follows from (4.6) with (4.7) that

R R e [ e [ R ]

n n n n 1 n 1 n
FA (VR — [T+ [T =+ V(@ am))F)

+AtV(||VU"+1H(2) + |V (u - u"+%)|yg) + 2Ath(u", u", Tz

+2A82p 3 et (Tu(ty), V) = 208(f (tsr), u"E) (4.8)
=1

Using (2.5) and (3.3) we deduce that

2|b(u”, w3, Ut — )| < e[| Au” o] VT2 Joflu T2 — u o

< v+ av A Bl -,
n 1 n 1
21Atp Y et (Vult:), Tum )] < 2489 Y O [Tu(ty) ol VA
=1 =1
v 1 " 2
< Ve a7 (At Y SO [Vt o)
=1
nti n+2
20(f (tasr), u"™ %) | A < 2 £t ollu™ % ot
<

14 1 —
JIVu 25 + 4 f (tn) G A

11



Combining above estimates with (4.8) yields

Aty 1
2 — )2+ [l — a3 |3 THVU’H?H% + Atv||Vu" |3

1 n n n 1
+A (U = IV 3+ 9 (S = um) ) + ALO + v) [T - un

< (a el 3ar— 1) w3 + a0 f ) 3AR
n 2
+4u—1At(Athe‘s(t"‘ti)IIVU(tz’)\\()) ; (4.9)
=1

Due to the stability condition k1At < 1 and the induction assumption on
N =-1,0,1,...,[T/At] — 2, we have

1 11 1
L2 Au |2 At — 5 < 4 B ko At — 5 S Atk =5 <0, VO<n <N (410)

Summing (4.9) for n from n = 0 to N, using (3.3) and (4.10) we obtain that

N
[ 3 4 AV R 4 S a2
n=0
N 1 ) 1
+ At Y (FITu R+ [V + [V -t 3)
n=

N
+At0> " (IV @™ —u") [} + [V —u3)3)
n=0

N
11§ + A0Vl I + v~ Y 1 (tnsr) 5 AL

<
n=0
12At<Athe w | Fu(t) o)
< HuOHO+At9HVu°||O+4u—1T(f§O+a. (4.11)
Thanks to the induction assumption on n = 0,1,..., N, we finish the rest

proof of the (4.1).
Next, for all v € V with 0 < n < N, (3.6) can be rewritten as

(dyu™*,v) — v(Au™T v) — 9((Au”+1 — Au™), U) + b(u",u",v)

—Atpz ) (Au(ts)v) = (Fltsn) v). (4.12)

12



Take v = (v~ 1du™ ™! + Au™1)At in (4.12) to get
v At de™ 4 [V — V| + @ = )+ vt Au
_ OAt
O [V (= )+ =5 (AR = 4wt + A = wm)F)

+b(u™, u”, v ™+ AuTYAL = (f(tpg), v ™ 4+ Au T At

+At2pz 0tn=t) (Au(t;), v deu 4+ Au™). (4.13)

By using (2.1)-(2.4) and (3.3) we obtain

’b(un un V_ldtun+1 —i—A’u,n—H)‘

1/2 1/2, —
< 2eo] AP ol | Al (v ldiw o + [ Au™ o)
1 8
< Clldam S+ T Au T + — A ™ ol Au™ o
4v 4 v
1 v 12, Y o L8\3 4 11/2 nya 2
<l + A+ Sl AunE 4 5 () el A2 IR,
n
‘Atpz e 0(tn=ti) (Au(ti), v da M+ Au"“) ’
=1
n
< Atp Y O Au(ts) o (v deu o + | 4w+ o)
=1
1 _
< lde R+ Ll Au 42 (Atpze 0] Au(t))
=1

|(f (tagr)s v ™ 4 Au™ )|
1 v )
< G + el AW + [1F ()G
Combining these estimates with (4.13) yields
(20) 7 At deu™ G + 20 Vu I - 20 Va1 + 20V (™ = u)|
5) 1
FrAt(S 1 AuE = 2 Au ) + 2007 [V - ut)

+OAL (| Au I~ A3+ A = u)|)

813 n n n 10
() cblvu Bl BIvurBAt + 1 (tas) [FA¢

1O(Atpz 0t =t) || Aul(t -)IIo)ZAt. (4.14)

IN
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Summing these above inequality for n from 0 to N, using the discrete Gron-
wall Lemma, Theorem 2.2 and (3.2), we arrive at

N
A (@) 7 e+ vl Aum ) + 20 TN + oAt Aut

n=0
al oAt
23 (IV@™! = u) 3+ v~ [V —um)|F + A —u)F)
n=0
_1/8\3 v 10
<exp (v (=) el ) 2NV 3 + Tl Au [FAt + T f2
n

10 8t —t 2
+7T<Atp2e 6(tn tl)HAu(ti)Ho> +9AtuAu0Hg). (4.15)
i=1

Moreover, we deduce from (4.12) that

(dyu™ v) — v(Adu™ T, v) — ¢9<A(dtu”+1 — dyu™), v) + b(dyu", u", v)

n n—1
—AtpY e (Au(ts) v) + Atp Yy e 1) (Au(hi), v)
1=1

i=1
1 75n+1
+b(u™ L, dpu,v) = At/ (fe,v)dt, 1<n<N-—-1, (4.16)
tn
(dyu',v) — (v + 0)(Adyut,v) = 0, (4.17)

for all v € V. From (4.17), it follows that
ldeu [ + lldeeu IBAE + (v + 0) [ Ve [§ = [|deu][5. (4.18)
Taking v = 2d;u™ 1 At in (4.16) with 0 <n < N, we get

ldeu™ G = lldeu™ (1§ + [ldeu™ " — dyu™[§ + 20 At]|Vdpu [

+OAL([| V™[~ [V | + |V (™ — dyu)|3)
n—1
F2A8(1 — e P2 Atp Y e ln1 ) (Au(ty), du™ )
=1
+2b(dyu™, u™, dyu™ AL + 2b(u" L du™, dpu T At
tn+1

COARp(Aulty), diumt) = 2 / (o, dyu ). (4.19)

tn

14



Using (2.4)-(2.5), we have

21b(dpu™, u", dpu™ )| + |2b(u" "t dyu”, dpu™ )|

< 2 (JlAulo + | 4w o )1V s+ olldzu” o
1% _ _
< SNV + svted ([l A + A7) lldea” |3,
tnt1 VAt tn+1
2 [ (frodeu™N)dt] < — ||V + 47 e / 1 f2l15t
tn tn
n—1
2|Atp Y e Um0 (Au(t;), dum )|
=1
<

IV + 4u-1(Atpnfe-wn—l—“)uAum)Ho)Q,
=1

2|(Au(ty), ds )] < 2|V 7 4 4" el Aut) .

It follows from these estimates, (4.19), and (4.18) that

e 18 = |13 + ™" = dy™ [+ v A Vg3

+OAL (Vi — IV [+ |9 (™ = di) )

tn+1
< st (1A E 4+ Au R e B + a1 [l

t’ll

n—1 9
+4v7 1AL (Atp D et HAu(ti)Ho) + 4 LR AL Ault;)||2. (4.20)
=1

Summing (4.20) from n = 0 to N and applying the discrete Gronwall lemma
yield that

N N
ldea™ 5+ D lldeu" T — dpu | + vALY (| Vet

N
+9At(||thuN+1H% + 3V (deu dtu")||(2)> (4.21)
n=0

< oxp (87 (A3 + 4w B)) (Il + 407 BT sup 1ol

n—1 9
+41/_1T<Atp 3 e 0=t Au(t;) Ho) + OAL| VP2 + 4u‘1c(2)THAu(ti)||(2)>.

=1
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Using again (2.1)-(2.5) and (4.12), we deduce that
W+ 0 A o < |lde o + || £(E n+1>uo + 2¢0ey” ||V ufo|u” 1o A |15
+0|| Ao + Athe‘“t"—“’HAu(ti)no
=1

If [|Au™Yp < ||Au™|o, thanks to Remark 3.1, we know that (4.3) holds.
Otherwise, setting k.« = supp<,<n41 [[Au"|lo and using (4.1)-(4.2), then the
above inequality gives

lAu B < K2 <120+ 0)2( sup di" 2+ f2)
0<n<N
+48(0 +v) *cgci sup [V [lgllu”Ip
0<n<N
n—1

(0 + )72 (62 4 (Atp Yy 20 | du(t) o)?)

i=1

(0+v)72 (1242 + 6% + Ath =t du(t) o)?)

IN

+12(0 +v)"? sup ||dpu"T! Ho +48(0 +v) " ed Ak e, (4.22)
0<n<N

Combining (4.21) with (4.22) and using (4.2) yield (4.3) for N + 1.

Lemma 4.2. In terms of estimates (4.11), (4.15) and (4.21) in Lemma
4.1, forevery 0 <n < N, N=-1,0,1,..., [%] — 1, there exist

N N
St — R A S [V (-t 2
n=0

n=0

N
1At (V@ = wm) | + [V = umH)) <4,

n=0
N
S (V@ = a3+ 60 [V @t — )3 + 08 AW~ u")[3) < hon,
n=0

and

N N
> lldeu™t = dp(Jg + 0AL Y |V (dut = dyu™)|[§ < o
n=0 n=0
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5. Error estimates

This section is devoted to present optimal error estimates for the velocity
and pressure in the viscosity splitting fractional-step scheme introduced in
Section 3. Here we only present the analysis of the explicit form for con-
vection term. Of course, the similar error estimations can be obtained for
other approximations.

5.1. Error estimates for the velocity
Let us define the semi-discrete velocity errors by

el — u(th) . un—&—l’ en—i—% _ u(thrl) o un-&-%

and the truncation error R" by:

u(tng1) — u(ty)
At

— vAu(tni1) + (utnt1) - V)u(tnia) + Vp(tnir)
tn+1
—/ pe 1= Ayds = f(tpy1) + R (5.1)
0

respectively where

. 1 tn+1
R" = _Kt /tn (t — tn)utt(t)dt.

Firstly, we give the estimates of ¢"+! and "3 which show that both u"+1!
and u"*2 are order % approximations to u in L>(Y) and in L?(X) respec-
tively.

Lemma 5.1. Assume that conditions (A3)-(A6) hold. Then,

N
e+ e 33+ S (et — et 33 + len s — en)3)

n=0

N
+A40 +v) Y { IV + Ve 3 + V(e — )3} < A
n=0

for all N =0,1,...,[&] — 1.
Proof. By subtracting (3.4) from (5.1), we have

— (0 + v)A" 2 + O(Au(tngr) — Au™)
= (u" - V)u" = (u(tnt1) - V)ultns1) = Vp(tntr) + R"

n tn+1
+Atp Z e 0=t A () — / pe 0179 Ay (s)ds.  (5.2)
i=1 0

17



For the sake of simplicity, we denote

tn+l
2" = u(tpy1) —ul(ty) = / udt.
tn

Then, u(tp4+1) — u™ can be rewritten as
U(tne1) —u™ = u(tpsr) — u(ty) +u(ty) —u™ = 2" +e™.
Splitting the nonlinear terms on the right side of (5.2) as follows

(W V)" = (ultns) - V)ultos)
= (" V)" — (2" V)u(tn) — (uty) - V)™ — (u(tnsr) - V)27, (5.3)

and the integral term can be transformed into

tn+1
Athe 0tn=t) Au(t;) — / pe 0t r175) Ay (5)ds
1=1
tn 75n+1

—Athe O(tn—ts) AU / / d(tn+1— S)Au( )dS

1=1 tn
_Atpz —0tn—ti) Ay (t;) — /0 pe0tnt1=5) Ay(s)ds

1=1

tn tn+l
+/ pe_é(t"“_s)Au(s)ds—/ peOtn+175) Ay () dss.
0 0

Taking the inner product of (5.2) with 2Ate" 3, using (4.5), thanks to the
above identities, we can change equation (5.2) to

"2 (12 = [le™|2 + [le" 2 — e[| + 2Aw||Ve"+%u2 (5.4)
n l n n
+HOAH(| Ve +z||3 IVe|[2+ [V ("2 —e)|12)
tn
Yy / 5(t”+1_5)(Vu( R / pe~3n179) (Tu(s), Ve 4 ds)
0 0

20" ulta), € 2) - 2Atb<u< W)€t et 5) — 2At(u(tns), 2", " 2)

n tn
—2At (Atp Z et =t) (Wu(t;), Ve”J“%) + / pe0tn+175) (7 (s), Verts )ds) )
i=1 0

It follows from (3.5) that

n+1 n—i—%

e — €

A7 — (0 +v)(Ae™t — Ae"""%) — Vp"tt =o. (5.5)

18



Taking the inner product of (5.5) with 2Ate™ !, and noticing the fact that
V- e" =0, we have

1 1
le™ MG — e 2[5 + fle" ™ — et 3
+(O0+ V)ALV R — Ve E |+ V(e - et )[F) = 0. (5.6)
Combining (5.4) with (5.6), one finds that
e = e+ llem ! — e 5| + flen 3 — e + At (Ve 313 + Ve })
+OAL(|[Vem 3 — [ Vem3 + IV (e E = eM)F) + (0 4+ )AL V(e — et ) 3
tn+1 1 tn 1
—|—2At(/ pe 0179 (T (s), Vet 2)ds —/ pe_‘s(t"“_s)(Vu(s),Ve"+5)ds)
0 0
= 2AH(R™, " 2) — 20AH(AZ", e"T2) — 2AH(Vp(tpsr), €"T2) — 2Ath(e", u", €™ 2)
n tn
—2At (Atp Z e~ 0tn=t) (Tu(t,), Ve"+%)d5 + / pe 0t +179) (7 (s), Ve"Jr%)ds)
i=1 0
—2Ath(2", ulty), €"T2) — 2Ath(u(ty), €, €™ T2) — 2Ath(u(tns1), 2" e"T2).  (5.7)
For the terms fot"“ pe~3tnt1=5) (T (s), Ve”+%)ds—f0t" pe=8(tnt1=9) (Vu(s), Vet 2 )ds

in left hand side of (5.7), according to the fact that t,,+1 = t,, + At, we have
e 0ttt = e 0(tntAl) — o=0tn—0AL < p=0tn  [Jging (3.1) yields

tn+1 tn
/ pef‘;(t"“*s) (Vu(s), Ve"Jr%)ds — / pef‘s(t"“*s)(Vu(s), Ve"J“%)ds
0 0

ft1 —(tnt1—3) nt+i o —(tn—s) nt+i
> pe V178 (Vu(s), Ve T2)ds — pe 2T (Vu(s), Ve 2)ds
0 0

n+1 n
~ Atp Z e~ 0(tn+1—t:) (Vu(ti)’ Ven+%) — Atp Z e 0(tn—ti) (Vu(ti), Ven-i-%)

=1 i=1
= Atp{ (702 = 1) 3 T (Vu(ly), VertE) + (Vultnsn), VeHH) | (5.8)

=1
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In the same way, we have

IN

IN

IA

IN

IA

tn n
/ pe Ot +179) (7 (s), Ve"Jr%)ds — Atp Z et =t) (Tu(ty), Ve"Jr%)ds
0 =1

tn n
/ pe 0t =9) (T (s), Ve”'%)ds — Atp Z e 0tn=t) (Tu(t,), Ve”+%)ds
0

i=1

n t;
pZ/ e Ot (t — ti_l)gt(e&Vu, Ve”Jr%)dt
i=17ti—1

c Z/t ) (¢ — 1) (§Vu + Vg )di|o]| Ve 2 g
=1 t-1

n ti 1
C(Z/ e2o¢o(t—tn)|t _ t171|2dt> 2
i=1 7 ti-1
n t 1 L
(e 3 [ @ Valf + [ Tuldie) [T
i—1 Yti—1
tn = 1 tn 1
CAt(/ e2ao(t—tn)dt> 2 <6_260t"/ 6250t<Hqug + HVutH%)dt> 2HV€n+%HO
0 0

1
cAt\|Ve”+%||0. (where agp =09 —10p, 1 <dp < imin{é, u/co}). (5.9)

Thanks to (5.8) and (5.9), (5.7) can be transformed into

e MR = llem I + e = 2 [+ ez — el
+ At (Ve ] + Ve R) + (0 + )ALV (e - )|
+OAL([Vem R — Ve 3 + V(€3 — em)|)
< OALR™, "t 2) — 20At(AZ", " 2) — 2AH(Vp(tpyr), €™ 2)
:

F2ALp] (1= 78 37 e T (Vu(ts), Ve ) o+ (Vultnsa), Ve )

=1
—2Ath(e", u", €T ) — 2Ath(2" u(ty), ") — 2Ath(u(ty), ", e"F2)
—2Ath(ultni1), 2" € 2) — 2eAL|| Ve o, (5.10)
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Now, we estimate the terms in the right hand side of (5.10) separately.
t"+1 yAt
pan( et < ol [t + 9

bt VAt 1
< et f tuuttuadwguwﬁua,
tn

Using the fact that V - e = 0, we get
2AHVP(tnr1), € F3)] = 288 (Vp(tarr),e™"2 — )

1 1
S 5”“3"+2 — €[5 + 2883 (| Vp(tni1)l5

With the help of (3.3), one finds

2881 — e 98 Atp S e 901 (Tu(t), Verth)
=1

_ ) A
< A1 — e ||Ven 3 ||g < AL + Hven+ 2

1 1
2820(Vu(tn), Ve )| < 2At20||vu(tn+1)||0HV€”+5Ho
< A + ||Ve"+ [
[20At(AZ", e"F2)| < 29AtHVZnHOHV€n+2H0
tn+1 At
= "M/ IVt + =192 3
tn
2eA| Ve 3]y < eA + ||v 33

For the nonlinear term, with the help of Lemma 4.1, we have

2Atb(e", u", e 7)< cAtHe"uouAu“Ho||Ve"+%||o
< eltflef+ 2 HV a2,
[2At(=", ulty), e"7)| < cAtHz”HoHAu( n>uouw+2uo
< e [l + ZRhwer i,
tn
24D (u(ty), e, et 2)| < cAt|eloll Au(ta)llol Ve 2 lo
< et + vt R,
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1

1
2A(u(tns1), 27 ) < A2 ol Aultasn) oI Ve o
tn+1 At
< ot [ i+ SR
tn

From all these above inequalities we derive that

1
™G = llem 8 + e — e 23 4 S lle= — el

+OAL([Vem R + V(€3 = em)F — V)

At
+ IV + At [ Ve R 4+ (94 )AL V(! — e )3

IN

bt 2 2 2 n||2 3
cAt Hu]|Gdt + 2A6%||Vp(tns1)|g + cAtlle™ || + cAt
tn

tnt1
LA / (w2 + [V | 2) .

Adding up the above inequality from n = 0 to N, we have
N 1 1 1
le¥ 3+ 37 (et = e 3| + Slle s — )
n=0

N
v
+ALY (FIVe 3 IE + Ve + (0 + ) V(e — et h))
n=0

N
HOAL|VEN B+ 0AL > V(e Tz — e
n=0
T N
< et [ thunlds + 2007 sup [Vp(0)[F +cAt D "B
0 t€[0,T] n—0
T
+cAt2(/ (w3 + [V}t + 7)., (where ¢ = 0). (5.11)
0

Applying the discrete Gronwall lemma (Lemma 2.1) to (5.11) and using the
regularity properties of the continuous solution, we obtain the desired result.

Remark 5.1. In particular, Lemma 5.1 shows that the method pro-
vides uniformly stable velocity in X. Using the fact that HVe’”%HO <
e, |[Velo < cand u € L>(0,T; X ), we know that there exists a positive
constant ¢ independent of the time step At such that for all 0 <n < N

IVu" o < e, [Vutzo <.
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Lemma 5.2. For all N =0,1,..., [%] — 1 and At > 0, under assump-
tions (A3)-(A6), we have

N
leN B+ 0t N+ var S (e R+ e 3 |F) < car

n=0

+1

Proof. Setting the pressure error 7! = p(t,41) —p" ™! and subtracting

(3.6) from (5.1), we have

n+1 n

% — 0+ V) A" + O(AZ" + Ae™) + Vi

= (" V)" — (ultass) - V)ultr) + B

n tn+1
+Athe_5(t"_ti)Au(ti)—/ pe 0tnr1=9) Ay (s)ds. (5.12)
i=1 0

Taking the inner product of above equation with 2AtA~1e"t! using the
fact that V - e"*! = 0 and the self-adjointness of A~ we get

(en‘i’l’A*len‘i’l) o (enjAflen) 4 (enJrl o enjAfl(enJrl o en))
—2(0 4+ v)At(Ae™ T AT L 20AH(AZ" + Ae™, ATem T
= 2Ath(u™, u™, A7 e ) — 2Ath(u(tpy1), u(tns), A" te™ )

F2AH(R, A Ten ) 4 oAt (Atpz et =t (Au(t;), A~ Len )
=1

tn+l
—/ pe Ot t1=5) (A(s), A_16"+1)d3>. (5.13)
0

Taking u = e"! in (2.3), for the term —2(0 + v)At(Ae™ A=tentl) +
20At(Ae™, ALe" ™), we can deal with them as follows

—2(0 4 v)At(Ae™ T, A7) 4 20A (A", A7 e

— U A", —AATe L) 4 20At(e"+1 — e —AA*le"H)

= AL " — V) 4 20At <6"+1 — e et — Vq)

= AL e" |2 4+ 20At ("t — e, e T

= 2vAtlle 3+ ont (e IE — llen | + llet — e 7).
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For the right hand side terms of equation (5.13), we can estimates them as
follows

2At(R", A " < 28| R" ||y [ AT e [y = 24| R |y [le" [y

tn+1
< At + AR < Al R+ A2 [ .
tn

For the nonlinear term, we can treat them as we have done in Lemma 5.1.
Using splitting (5.3) we have

12Ath(2", u(ty,), A"t

< At ol Vulty) ol A7 ™ 2 |y < eAt? / " ual + %tue"“\\%,
tn

|2Atb(u(ty),e", Afle"“)]

< At ol Vulta) ol A7 e 1o < eAtflem |2+ ”Tfue”“rr%,
|2Atb(u(tpy1), 2", Aile"H)]

< A" ol Vultnr) ol A1 2 < cAt? / " el + ’%He"“u%,
|2Atb(e™, u™, A716"+1)| = [2Atb(e™, u(ty), Aile"+1)| + |2Atb(e™, €", Ailenﬂ)\
2Atb(e", u(tn), A~ e )| < eAtfle”[lofl Aulta)llo]| AL |y

< eAt([lemt — e E |l + (et — e"[lo + [le™ o) eIy

< PN R eat (e — eI 4 et — e 4 e )
|2Atb(e”,e”,A*Ie”“)| < cAtHe”HOHVe”HOHA*le"“||2

< A2 Ver ol o < cA||Ven||2 + ”Tfue”“r\%.

For the term 20At(Az", A=1e"™!), we have
n g—1_n+1 n _ntl VAL g0 g [t 2
[20At(AZ", A7 e )| = 20At|(2",e"TH)| < ﬁHe lg + cAt t [|lue|[gdt.

For the last two terms in equation (5.13), we can treat them as we have
done in Lemma 5.1. Finally, by using the above results, and adding (5.13)
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from n = 0 to N, one finds

N
(6N+1,A_1€N+1) + Z(en-i—l _ en,A—l(en-i-l _ en))

n=0

VAt
Z e 5 + At Z €™ — €”||5 + 0AL] e 3

T
< cAtZHe"H\%/,—i—cAtQ/ Juse ot + e [ el
n=0 0 0

N
+2eAE? + cALY (He”“ — T3 |2 4 e — 6”+1II3)-
n=0

Using the regularity properties of the continuous solution and Lemma 5.1,
we obtain that

N
vAt
MR+ lle™™ —e|l3 + Z le" (5 + oAt N3
= n=0

N N
FOALD [l —e|[§ < A Y [le™ T + cAr.
n=0 n=0

Applying the discrete Gronwall lemma (Lemma 2.1) to the above inequality
yields

N
vAt
N+ lle™™ = emlf3 + Z le™ 43
n=0

N
HOALY et = e"|§ + OAL|eNTHF < cAr, (5.14)
n=0

For the intermediate velocity u’”%, according to Lemma 5.1 and triangle
inequality, we have

Atu2||e“+2||2<sz(||e"+1||o+|| o) <Al (5.15)
n=0

Combining (5.14) and (5.15) we complete the proof of Lemma 5.2.

25



Theorem 5.3. Assume that conditions (A3)-(A6) are valid. Then, for
allNzO,l,...,[%] — 1, there is
N
[N TG + AL VeNTE + Atr Y Ve < cAt?.

n=0
Proof. Taking the inner product of (5.12) with 2Ate"*! and using the
fact that V - e"*! = 0, we have

e+ = fle™ 3 + lle™*! = "3 + 24t Ve 3
+OA([[Ve = [[Ven |} + IV (e = e}
= 2Ath(u™, u™, ") — 2Ath(u(tpy1), u(tni1), €™ — 20AH(V2", Vet

F2AH(R™, ") 4 2AL (Atp 3 et (Au(ty), et
i=1

tn+1
—/ pe Otne175) (A (s), e”+1)ds>. (5.16)
0
Now, we estimate the terms in the right hand side of (5.16) separately.

At tn+1
2A8(R", e )| < 28 B[y || Ve o < 5[ Ve + car? / a3

For the nonlinear terms, using splitting (5.3) yields

12Atb(2", u(ty,), "))

< A n A n+1 < eA 2 bnt1 2d vAt n+1y2
< cAtl|z"lo|Au(tn)[[o/[Ve™ o < cAt t luellodt + —o-I1Ve™ g,
2Atb(u(t,), e, ")
VAL
< cAtfleol Au(tn)llo[[Ve™ o < cAt|le™ (|5 + ﬁllw’”l\l%,

12Atb(u(tny1), 2", "))

vAt il

tn+1
cAt][2" Joll Aultnr1)llo Ve o < CAtQ/t w5t + =5~ 1Ve™ G,

IN

|2Ath(e™, u™, et
A n Au n+1 < cA ni2 vAt n+1(2
cAtfle™ ol Au™ o[ Ve™lo < cAtfe™ g + =5 [IVe" 5.

IN

For the last term

120At(V2", Ve )| 20|V 2" ||o]| Ve o

bt vAt

IN

IN
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Thanks to the above inequalities, taking into account (5.8) and (5.9) and
summing up (5.16) from n =0 to N, we obtain

N N
MG+ D et —emg + At Y [ Vet
n=0

n=0

N
FOAL([[VN TR+ DT (et~ en)]F)

n=0
T N
< ([ (lunlf -+ 19wl + ulde+ 1) +ede 3 1. (.17
0 n=0
Finally, we obtain the desired results with application of Lemma 2.1 at

(5.17).

5.2. Error estimates for the semidiscrete pressure

Now, we give the estimates for 7" which shows that p"*! is order 1

approximations to p in L>(L?) and L?(L?) norms. In order to achieve this

ntl _ entl—en

aim, we firstly provide some estimates about d;e ;

Lemma 5.4. Assume that conditions (A3)-(A7) are valid. Then, for all
N:O,l,...,[%]—l, we have

N N
1
e G+ 5 D lldee™ — die”[§+ vAL Y |[Veye" S

n=0 n=0

N
+0At(\|theN“H3 + 3V (dentt - dte")||3> < OAE,

n=0
Proof. From equation (5.12) we can obtain that for Vv € V

(dge™™,v) — (0 + v)(Adie™ ™, v) + O(Ad2"™ + Adge™, v)
= —b(ds2", u(ty),v) — b(z" 7, dyulty,),v) — b(dee™, u™ 1, v) — b(e™, dyu™, v)
—b(dpu", e, v) — b(u(tn-1),die",v) — b(dpu(tns1), 2", v) — b(u(ty), dz", v)

+(dyR"™,v) + [(Atpzn:e_é(t"_ti)Au(ti),v) — <At,onz_:1 6_5(t"*1_ti)Au(ti),v)
i=1 i=1

N| / " ettt Au(s)ds,v) - ( / A pe0n1=9 Au(s)ds, v ) | / At.(5.18)
0 0
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Choosing v = 2Atde™t! in (5.18) and using (3.1) and (4.5) we obtain
dee™ I = [ldee™|[§ + lldee™™ — dee™|[§ + vAL| Ve[
+OA([[Vdie™ B~ [ Vdee™ | + |V (doe™ — die™)]3)
~ —2At{9(thz", Vdie"™ ) — b(dyz™, ulty), dre™) — b(z" 1, dyultn), die™t)
—b(dge™, u™ L, dye™ L) — be™, du, dye™ ) — b(dpu, ", die™t ) + (dyR™, dpe™ )

—b(u(tn_1),dee”, die™™) — b(dyu(tni1), 2", dee™™) — bu(ty), di2", dte"H)}

n—1
+2 [(Atp(e*‘mt —1) Z e~ 0tn—17t) Au(t;) + AtpAult,), dte”H)
=1
- (Atp(e_‘mt ~ 1)} e Au(ty) + AtpAulta), dte”“ﬂ . (5.19)
i=1

Now, we estimate the right-hand side terms separately. According to the
definition of z", by using Taylor expansion we have

Dl — 2" — "1 _ W(tnt1) — u(tn) + u(tn—1) — u(ty)
! At At
- (utt(tn) + O(At2))At. (5.20)

As a consequence, one finds that

2At9|(thZn, thenJrl)‘ < QAtQQHVutt(tn) 4 O(AtQ)HOHtheanHO

2
70At392yyvutt(tn) + OAR)E + oA Veye™ o

IN

For (d;R", die™*!), using the techniques that adopted by He in [18], we have

1 tn+1 t
(dtRn, dt€n+l) = —7A 5 / (t — tn) / (uttt(s), dt€n+1)d3dt
t tn t—At

for all 2 <n < N. We deduce from above inequality that

12At(dy R™, dye )| < 2At|de R o||dee™ o < c(v) At]|dy R™||2 + %AtHthe"HH%

tnt1 t 1/272
< c(y)At[At3/2(/ (t—tn)2||/ wn(s)ds |3t /} + AL Ve |2
tn t—At 20
tn+l v
S CAt2/ HutttH%dt+?OAt||then+1”%
tn—1
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For the nonlinear terms, with the help of (5.20) and the results of Theorem
5.3, we can estimate them as follows

2At[b(dez", u(tn), die" )| < 288 dez" ol Aulta) o] Ve o

< 208 |lug(tn) + O(AE)|[o]| Au(ty)|lo]| Vdie™ o
v 20
< g AUV T + AL u(tn) + O(AL) ]| Au(t) §
2At|b(zn—1’dtu(tn)’dten—l-l)‘ < 2At||zn—1”OHAdtu(tn)”0||th671+1||0
< 20|27l Aur(ta) + O(A) o] Vdre™ o
20 tn
< ;OAtHthen—&-lH%-i—yAtQ/ e ||2dt]| Auy (t,) + O(AL)12
tn—1
2A|b(dye”, " dye™ )| < 20t dre” o[ A" o[ Vi o
20
< AT+ = At [ 4w
2AL[b(e", dyu”, dye™ )| < 24| €™ lo]| Adyu™||o]| Vdie™ o
< 2Ate"|fof| Ay + O(AL)[|o]| Vdee" o
v 20
< Q—OAtnwte"“H% + 7At|ye"||3\|,4u1; +O(AY)2,
20
2At[b(dpu", ", die" )| < ;V()AtIIthe”“H% + —Atlle” gl Auy + O(AD)][5,
v 20
2At[b(u(tn 1), dre”, dpe™ )] < o AL Tdre™ [+ At ldye™ [ Autn1) 5
2Atb(drutni), 2", die" )| < 248 Adgu(tn i) ol 2" ol Vdze™ o
< 20t Aug(tn) + O(AD)Joll=" ol Vdee™lo
20 tn
< QVOAtHthenHHg-FVAt?/ [ue][§dt|| Aug(tn) + O(AL)][3
th—1
20t [b(u(ty), 2", dye™ )]
v 20
< g AtV G + AL i (tn) + O(AE) [ Au(ta) |-

Remark 5.1. In the estimation of fourth trilinear term, we have used the
boundedness of ||Au}'||p which can be proved by differentiating (1.1)-(1.2)
with respect to time, with the split schemes (3.4)-(3.5) and the proof of
Lemma 4.1. The bounded of ||Au}||o is similar to the results of (4.3). Here,
we omit the proof.
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For the last two terms in (5.19), we have
2[ (Atp(e™? Z e~ Au(ty) + AtpAuty), die )

- (Atp(ef‘mt -1) Z e Tt Au(ty) + AtpAu(tyyy), dtenﬂﬂ

i=1
n—1
= 2Atp(e 0Bt — 1) ((1 — e 08N Y e Ay () — Au(tn),dte”“)
=1

tn+1
+Atp( / Augdt, dte”“)
tn

C(p)AtQIIWtHoHthe”“Ho+C( JAL(e*2 = 1)[[Vu(ty) ol Vdee™ o

IN

(e = 1) (1 — e HAtpze (1=t (t;) o] Vdre™ o
=1

n—1
1% .
< LAV 4+ CAP IVl + [Vu(ta) [ + [ Atp S eV u(t) ).
i=1

Combining above inequalities with (5.19) and summing from n = 0 to N,
we arrive at

[ dee™ 13 + Z dee™ — dye™ |3 + VAtZ IV de™ I3
n=0

—i—HAt(HtheNHH% + Z |V (dge™ ! — dw”)”%) <Here e = u(ty) —u’ = 0)
n=0

20T 2(p2 n 20 2 2 T 2
< =-ae(g ||utt\|1+uutt||o+||Aut||o)+ S AR AR |l

T 40
+cAt2/0 HutttH%dtJrAtZ (1+ = Autta-1)I3) e 3
n=0

Thanks to Lemma 2.1, we obtain the desired results.

In Theorem 5.3, we have obtained the optimal error estimate for velocity
in L2(H') norm. Next, thanks to the help of Theorem 5.3, we provide the
optimal error estimate about velocity in L°(H!) norm.

Lemma 5.5. Assume that conditions (A3)-(A7) are valid. Then, for all
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N=0,1,....[5]-1,

N
IVeN TR + oAl A+ 37 (W (e — e + vAt) Ae™ ) < car.

n=0

Proof. Taking the inner product of (5.12) with —2AtAe"*! € V, we

have
IVem 3 = Ve 3 + IV (e = eI + 2At] Ae™ 3
+OAL (|| AR — [l Aem + | A(m T — e })
= 2Ath(u", u", Ae™ ) — 2Ath(u(tpy1), u(tny1), Ae™ ) — 20At(AZ", Ae™T)

FOAL(R™, Ae™) 4 2A¢ [Atp 3 et (Au(t), Aem )

i=1

tn+1
—/ pe 3t t178) (A (s), Ae"“)ds]. (5.21)
0

Now, we estimate the terms in the right hand side of (5.21) separately.

At tn+1
28R A )] < 284 B oll e o < T AR + ead? [
tn

For the nonlinear terms, using splitting (5.3) yields

IN

IN

IN

<

|2At0(2", u(ty), e”“)\
VAt

H\\AenHH%,

tn41
AV 2" [o]| Au(tn) [lo]| Ae™ o < CAtz/ V|5t +
tn
|2Atb(u(ty,), e", e”“)\
At

eA[Ve" ol Au(t)oll 4" o < eAH|TE 3 + ZoL A,
|2Atb(u(tps1), 2", e”“)\

n n+1 o [ 2 ZAV I
cAt|V2"[Jo[| Au(tni1)llof|Ae™ o < cAt IVuellodt + =5l 4" lf5,

tn
12Ath(e™, u™, ")
VAt

cAt| Ve |of| Au" ol Ae™  [lo < At Ve [§ + =~ Ae"

For the last term

IN

20At||Az" (o]l Ae™ o

tn+1 VAL
CAt2/t ”AUtH%dt—f- ﬁ||A€n+1”(2),

|20At(Az"™, Ae™ )|

IN
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Thanks to the above inequalities, taking into account (5.8) and (5.9) and
summing up (5.16) from n =0 to N, we obtain

N N
IVeM G+ DIV (™™ = e™)Ilf + Atv Y |lAe™ ]

N
FOAL( AN + 3 A - )
n=0

T N
< ([ (lunll + Auil)dt + 1) +cae . [V,
0 n=0

Finally, we complete the proof by using the results of Theorem 5.3.

Now, we in the position of establishing the optimal error estimate for
pressure in L°°(L?) and L?(L?) norms based on the results presented in
Lemmas 5.4 and 5.5.

Theorem 5.6. Assume that conditions (A3)-(A7) are valid. Then, for
al N=0,1,...,[5] -1,

N
ALY p(tnr) = "G < AP,
n=0

Furthermore, if u; € L>°(0,T; X), then
[p(tns1) = p" o < eAt.
Proof. We rewrite (5.12) as
—Vr'th = die™ — (04 v) AT+ O(AZ" + Ae™) — R"
tn+1 n
+/ pe Ot t1=5) Ay (s)ds — Atp Z e~ 0=t Ay (t;)
0

=1
— (W™ V)" + (ultpsr) - V)u(tnr). (5.22)

Taking the inner product of (5.22) with an arbitrary v € X and using
Poincare inequality, we have

(e, 0) 1 < lidee™ ollvllo < colldee™ ol Vollo

(Ae™ )] < v|[Ve" o] Voo,
O(A (™ —e™),0)| <OV (" —eM)llof Voo,

tn+1
(B, 0)| < [[R*[lol[v]lo < cAt(/t tlluael|3) V0 o,
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" tnt1 2\ 1/2
pazm o)l <c(at [ vulR) 9ol

For the nonlinear terms, we take the product with an arbitrary v € X and
use the results provided in Lemma 4.1 to arrive at

tnt1 1/2
b ulta). )] < el ollu(ta) |2 Vel < (At [ fulde) (9l
(
(
(

n

b

u(tn), e",v)| < clle"[lol| Aultn)llol Vollo < elle™ (ol Voo,

(
n tnt1 5 \1/2
(tn41): 2", )| < ell=" ol Autas) ol Voo < e(At / luell3t) 1V elo,

tn

|b(u
be", u", v)| < cfle[lol| Au" ol Vllo < clle™[lo|Vvllo-

Thus, thanks to (5.8) and (5.9), we obtain

I Hlo < lidee™ o + C{HV@"HHO + Ve o+ [le™flo

tnt1 1/2 tnt1 1/2
+(At/ ||utH(2)dt> +At(/ t|]utt||(2)dt) }.(5.23)
tn tn

Squaring (5.23) and summing it from n = 0 to N, with the results obtained
in Lemmas 5.4 and 5.5, we obtain the desired result.
Furthermore, under the assumption of u; € L>(0,7; X) we know that

|0(A2", )| < cl|Vurllo][VolloAt,
b(z", u(tn), v)| < cllz"[ollutn)ll2[[Vollo < ellullof VolloAt,
b(u(tni), 2" 0)| < ellz"[loll Aultns1) ol Vollo < cflutllol[VolloAt.

Thus, (5.23) can be changed into

I o < [ldee™ o + C{Hvenﬂﬂo +[IVe™lo + lle™ o
tnt1 5 .\ 1/2
L AH(fuello + !Vut||0)+At(/ e ) ).
tn

Combining Lemmas 5.4 and 5.5, we obtain the optimal error estimate for
pressure in L>(L?) norm.

6. Numerical examples

In this section, we present some numerical results to show the effec-
tiveness of fractional-step finite element method for the viscoelastic flows
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problem. We consider problem (1.1)-(1.3) on the unit square 2 = [0,1]% in
all experiments.

We set v = 0.002, p = v, 1/§ = 100At. The exact solution for the
velocity and pressure are

w = 102(z — 1)2y(y — 1)(2y — 1)e~ 271,
uy = —10z(z — 1)(2z — 1)y?(y — 1)267211”215,
p =202z — 1)(2y — 1)e 7,

6.1. An analytical solution: Convergence validation

Firstly, we compare the numerical solution at 7" = 0.01 by using fractional-
step method with different parameters # and the standard Galerkin finite
element method with Taylor-Hood element (P»-P; element). From Tables
1 and 3, we know that, as time step At = 0.0001, the errors of velocity of
fractional-step method and standard Galerkin method are almost the same,
while the errors of pressure obtained by fractional-step method better than
Galerkin method. Next, we set the time step At = 0.001, from Tables 2
and 3, we can see that the errors of both velocity and pressure obtained
by two methods have the same accuracy. On the other hand, comparing
Tables 1-3, the standard Galerkin method spends the least CPU-times than
fractional-step scheme with different parameters in different time steps.

Secondly, we present the numerical results at T' = 0.1 obtained by
fractional-step method with parameters 8 = 0, 5, 10, 100 and standard Galerkin
method at different time steps in Tables 4-7. From Tables 4-6, we can see
that the more precise results of velocity can be obtained as the parameter
0 increases, especially for the large time step, see Table 6 for details. Com-
pared with Table 7, we know that the standard Galerkin method spends
the least CPU-times. By choosing suitable parameter 6, we can obtain the
good numerical results of velocity. On the other hand, the errors of pressure
obtained by standard Galerkin method are undesired. From this view of
point, the desired numerical results of both velocity and pressure can be got
by fractional-step with suitable parameter 6 in the large time steps.

6.2. The affection of parameter 0

In this subsection, we consider the affection of parameter 6 for the time
steps and stability to discrete system (3.6). Generally, the following linear
algebra equations can be obtained from the discrete system of (3.6)

(sz _0D><g>=<€) (6.1)
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where the matrices A, D and G are deduced in the usual manner from the
bilinear forms a(-, -) and d(-, -), F'is the variation of the source term, trilinear
and integrate terms. Here the matrix A can be split into two parts, namely

1 —vAt a9 .o QA1p OAL 0 .o 0
A = a1 1-— I/At e aon, _ 0 0At ... 0
an1 an2 .. 1 —vAt 0 0 ... OAt
£ A-B.

Then, system (6.1) can be rewritten as

(52020 (8)-(5)  w

From (6.2), we obtain that AU — DP — §AtU = F. In order to get the
optimal choice of 8, we denote

R=F — AU + DP + 9AtU.
Taking g = %RTR, the best choice of # should satisfy % =0, ie.,

1 _
5AtUT(F — AU + DP + 0AtU) = 0. (6.3)

Solving equation (6.3), we obtain that

_UTAU -UTDP-UTF
B AtUTU

From the expression of (6.4), we know that the best 6 not only depends
on the exact solution u, p and v (v = é, Re the Reynolds number) but
also on the relationship with time steps At. Figures 1-2 show the affection
of different 6 to the accuracy of velocity in H'-norm with different time
steps. From these Figures, we can see that the optimal 6 is obtained from
the view of numerical with fixed parameters p, d and v. Furthermore, From
(6.4), when we fixed the exact solution and the corresponding parameters,
the larger of At, the smaller of §. Figures 1(b)-2(b) verify this fact that
0 =~ 22 when At = 0.001 while 6 = 5 when At = 0.01.

Next, we fix the time steps and the value of 6 to consider the variation
of the accuracy of velocity in H'-norm with different Reynolds number.
From Figures 3-4, we can see that the errors becomes smaller and smaller
as the Reynolds numbers increase with different time steps. These Figures
confirmed our theoretical findings and illustrated that suitable choices of 6
can enhance the stability of the numerical scheme.

0 (6.4)
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7. Conclusion

In this paper, we considered a fractional-step finite element method for
the viscoelastic flows problem. Stability and convergence of the velocity and
pressure are established under the stability condition about time step At. In
order to enlarge the time step, we introduce a diffusion term §Aw in all steps
of the fractional-step schemes. Finally, some numerical results are provided
to verify the efficiency of our algorithm.
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